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ABSTRACT:
The important challenge faced by wireless sensor network security provisioning is that sensors are exposed to physical capture attacks. By distributing the clones throughout the network and starting a variety of other attacks can easily adversary launch the clone attacks by replicating the compromised node, once a sensor is compromised. Recently to address the fundamental problem, a few distributed solutions have been proposed. In this paper, for the detection of node replication attacks, we first analyze the desirable properties of a distributed mechanism. After that we show the solutions for the problem and later for detection of node replication attacks, we propose a self-healing RED protocol i.e. Randomized, Efficient, and Distributed protocol and we see that it meets the requirements. Finally it shows that our protocol is highly efficient in memory, communication and computation.
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INTRODUCTION:
A wireless sensor network consists of spatially tribute autonomous sensors to monitor physical or environmental conditions. Wireless sensor networks can be deployed in harsh environments to fulfill both military and civil applications. A Wireless Sensor Network is a collection of sensors with limited resources that collaborate to achieve a common goal. They are often unattended and prone to different kinds of novel attacks due to their operating nature. Sensors are commonly assumed to
be not tamper-proof as an adversary could capture nodes acquiring all the information stored in the network communications. To launch a variety of malicious activities an adversary may replicate the captured sensors and deploy them in the network. This type of attack is referred as the clone attack. Since a clone has legitimate information i.e. code and cryptographic material, the same way as a non compromised node, the clone also participate in the network operations and hence clone nodes launch a variety of attacks. Some of the attacks have been described such as, by initiate a wormhole attack with a collaborating adversary, a clone could create a black hole, or inject false data or aggregate data in such a way to bias the final result. Clone attack can be characterized by two main points i.e. a clone is considered as honest to its neighbors. Honest nodes cannot be aware of the fact that they have a clone among their neighbors without global countermeasures. The adversary does not need to compromise to have a high number of nodes, indeed, the main cost of the attack has been sustained once a single node has been captured and compromised. Making further clones of the same node can be considered cheap.
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Only centralized or local protocols have been proposed so far to cope with the clone attack with the exception of the protocol proposed in and reviewed. Local protocols do not detect replicated nodes that are distributed in different areas of the network, while centralized protocols have a single point of failure and high communication cost. In this paper, we propose a network in which the nodes autonomously identify the presence of clones and exclude them from any further network activity i.e. self-healing mechanism. While achieving high clone detection rate continuous iteration is designed without significantly affecting the network performances. In this paper, the desirable properties of distributed mechanisms for detection of node replication attack are analyzed and show that this protocol is not completely satisfactory.
with respect to the above properties. However, we propose a new randomized, efficient, and distributed (RED) protocol for the detection of node replication attacks, and we prove that our protocol meets all the above requirements. When RED and its competitor face an adversary that selectively drops messages that could lead to clone detection we further provide analytical results. Finally, the simulations of RED show that it is highly efficient as for memory; communications and computations required and show improved attack detection probability when compared to other distributed protocols.

LITERATURE REVIEW:
Centralized Base Station (BS) is the first solution for the clone attacks. Each node sends a list of its neighbors and their locations to a BS in this solution. With inconsistent locations the same node ID in two lists will result in clone detection. As the BS revokes the clones, the presence of a single point of failure (the BS) and high communication cost due to the large number of messages this solution has several drawbacks. Recently another centralized clone detection protocol has been proposed. This solution assumes that in the sensor network a random key pre distribution security scheme is implemented. A set of $k$ symmetric keys are randomly selected from a larger pool of keys which are assigned to each node. For the detection, the keys it uses for communication by each node construct a counting Bloom filter. The BS counts the number of times each key is used in the network from all the reports. The keys used too often are considered cloned and a corresponding revocation procedure is raised. The more general problem of node compromise copes with threads of recent research. Intrusion detection system seems to require a higher overhead compared to clone detection is taken from the technique that is rooted by the approach of “misbehavior” detecting node. In particular, to recover sensor secrecy after node compromising some preliminary solutions starts appearing in the literature, but these solutions do not cope with replica attacks.
distributes node location information to randomly selected nodes. To detect replicas of the network it uses the routing topology i.e. Line-Selected Multicast (LSM) which is the second one. In RM, each of its neighbors sends (with probability $p$) a digitally signed copy of the location claim to a set of randomly selected nodes when a node announces its location. We call witness the node that detects the existence of a node in two different locations within the same protocol run. At least one node will receive a pair of not coherent location claims if there is a replicated node and every neighbor randomly selects $O(\sqrt{n})$ destinations, with a not negligible probability. Each neighbor has to send $O(\sqrt{n})$ messages if the RM protocol implies a high communication cost. To solve this problem, we propose the LSM protocol. The LSM protocol is similar to RM; in terms of detection probability introduces a remarkable improvement. In LSM, every neighbor first locally checks the signature of the claim, when a node announces its location and then, with probability $p$, forwards it to $g \geq 1$ randomly selected destination nodes. Here the two different protocols have been proposed by the author with the aim of increasing the detection probability provided by LSM. The basic idea is to consider all the nodes within a cell as possible witnesses that are logically divided by the network into cells. Each node ID is associated with a single cell within the network is the first proposed protocol i.e. Single Deterministic Cell. The neighbors of a node a probabilistically sends ‘a’ to claim to a subset of the predefined witness cells for ‘a’ is defined in the second proposal i.e. Parallel Multiple Probabilistic Cells. A higher detection probability compared to LSM is the proposed solution. The SET protocol is the interesting distributed protocol for replicated node detection that has been recently proposed. SET leverages the knowledge of a random value broadcast by a BS to perform a detection phase. In particular, to generate independent clusters and corresponding clusters’ heads the shared random value is first used. Exclusive Subset Maximal Independent Set (ESMIS) cluster heads are called Subset Leaders (SLDRs). Further, one or more trees are defined over the network graph that are generated by clusters and SLDRs within the same protocol iteration. However, the main problem of this protocol is that it can be maliciously exploited by the adversary to revoke honest nodes and the detection protocol itself is flawed. We do not consider SET as a benchmark for our protocol due to the possibility of this attack.
Here, the authors point out the desirable properties a clone detection protocol should meet. In particular, some nodes have a higher probability to act as witnesses, so weakening the detection itself in LSM. The attacker can take control of the node with highest probability can act as witness. The simulation results show that the proposed RED protocol meets the desirable properties.

In this paper, we investigate the feasibility of the RED protocol. The set of simulations presented shows that the RED protocol can be actually implemented in sensor network is analyzed. And also, as a self-healing mechanism it can be continuously iterated over the same network, without significantly affecting the detection protocol and network performance itself. We consider the influence of an attacker intervening on message routing both for RED and LSM.

**THE THREAT MODEL:**

Here we define a simple yet powerful adversary: It replicate one or more clones into multiple copies by compromising a certain fixed amount of nodes. In general, it is possible to cope with threat to assume that nodes are tamper-proof. Therefore, we will assume that the nodes do not have tamper-proof components consistently with a large part of the literature. However, tamper-proof hardware is expensive and energy demanding. To prevent clones from being detected by the detection protocol used in the network is the adversary goal. An adversary model is formalized by introducing the following definitions that are

**Definition:** The distributed detection protocol by compromising a possibly small subset T of the nodes to subvert is the goal of the adversary. While M is the initial set of nodes in the network, the adversary has already compromised a set of nodes Q. For every node s, the node appeal Pwitness(s) returns the probability that s $\in M \setminus Q$ is a witness for the next run. An adversary is characterized by two different points of view: “where” and “how” it operates. As for “where,” the adversary can be. Localized: A convex subarea is chosen by the adversary of the network and compromises sensors from that area only. Ubiquitous: The sensors choosing from the whole network is compromised by adversary. Intuitively, an adversary that needs some time to move from one point to another of the network area is described by the localized adversary, while the ubiquitous adversary, can capture nodes regardless of their position during the same time interval. As for the sequence of node capture (that is, “how”), the adversary can be: Oblivious: The next node to be
tampered with is chosen randomly among the ones that are yet to be compromised at each step of the attack sequence.

Smart: The next node to tamper with is node s, where s maximizes Pwitness(s) and s ∈ MQ at each step of the attack sequence. Intuitively, the oblivious adversary does not take advantage of any information about the detection protocol implemented. Conversely, to compromise the node that maximizes its appeal in order to maximize the chance that its replicas go undetected greedily chooses the smart adversary.

CONCLUSION:
In this paper, for the detection of node replication attacks, we first analyzed the desirable properties of a distributed mechanism and shown the solution and later for detection of node replication attacks, to detect node replication attacks, a self-healing, efficient, and distributed protocol are proposed. In this paper, we proposed and justified a few basic requirements an ideal protocol for distributed detection of node replicas should have based on a set model of the sensor network.
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